HRBF#R A, (42) 01724, 1992,
Bull. Japan Sea Natl. Fish. Res. Inst., (42) : 1724, 1992.

Mathematical Analysis of Age-Length Key Method for Estimating Age
Composition from Length Composition
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Abstract

In mathematics, the age-length key method is an estimating method for the ratio of
each distribution in a mixture of distributions. Although the maximum likelihood method
is the principle of this estimation, this model is a nonlinear model with a restrictive
condition. At first, HASSELBLAD solved this model by using a new iteration method with
a computer. Although his method was regarded as the steepest descent method or EM
algorithm, it is proved to be an application of LAGRANGE’s indeterminate multiplier
method to the iteration method. Nowadays, we have other useful algorithms of optimiza-
tion, especially MARQUARDT’s method, for this estimation.

Key words age-length key, optimization, indeterminate multiplier, EM algorithm,
MARQUARDT’s method

Introduction

Age-length key is a famous term for fishery population dynamics. This key automati-
cally provides age composition from length composition (SHIMAZU 1980). It is a nonlinear
model with a restrictive condition. However, the algorithm for estimating parameters and
the existence of the solution for this madel have not yet been sufficiently studied mathemat-
ically. HASSELBLAD(1966) solved the madel by employing a computerized iteration
method. The algorithm of his method has not been well understood because he mistakenly
regarded it as the steepest descent method. ORCHARD and WOODBURY (1972) obtained the
same iteration method as HASSELBLAD by using the EM algorithm. Furthermore, KIMURA
and CHIKUNI(1987) obtained the same iteration method as FUKUDA and CHIKUNI (unpub-
lished paper) by using the EM algorithm. This method is also identical to IIASSELBLAD’s
method. However, the convergency of the EM algorithm has not been proved (MIYAKAWA
1987). In this paper, we will prove that HASSELBLAD's method is an application of
LAGRANGE’s indeterminate multiplier method for this nonlinear model which has a restric-
tive condition. On the other hand, MAKO and MATSUMIYA (1977) developed another
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iteration method for estimating age composition from market size composition. We will
also prove that their method is mathematically equal to HASSELBLAD’s method. Recently,
AKAMINE (1985) successfully applied MARQUARDT’s optimization method for this model.
We will also explain his method.

Model

1. Simultaneous equations model
The relation of age composition and length composition is defined by the following
simultaneous equations :
C A1) e (1) P,
| F (1)
C, _fll<m) ...... ﬂ(??l) P,
Where C;: length composition (size of length category j ),
f:(J) : age length key of age category 7 (ratio of length category ;7 in age category
i),
P.: age composition (ratio of age category ¢ to total),
F : total size.

The goal is to solve for P, with the following restrictive condition :
ﬁl P-1. 2)

Age length key f;(j) is regarded as a length frequency distribution in age category 7. It is
generalized as a probability :

m

S A1 3

Combining Equations (1), (2) and (3) results in the following equation :

2 G=F, (4)
Equations (2) and (4) indicate that the degrees of freedom for P and C are (# —1) and
(m—1), respectively. Therefore, the simultaneous equations in (1) have 3 cases for the
existence of the solution. In the first case, when m < 7, there are so many solutions that
it is impractical to solve the madel. In the second case, when #2 =7, the model involves
linear simultaneous equations, and there is only one solution. It is easy to obtain this
solution (ex. by GAUSS' elimination method). However, this case is involved in the third
case, so it can be omitted.

In the third case, when #2> n, there is no solution for Equations (1). Therefore, the
optimum values of P are searched for these equations. The searching method is given by
the general optimization. Although Do1(1974) used least squares method for the objective
function, the maximum likelihood method is statistically the best method.

2.  Maximum likelihood method

From Equations (1), let a mixture of destributions be

g()=3% Pifi(j). (5)
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This is also a probability :

S gl =1 (6)
7

Therefore, we can use the maximum likelihood method for estimating parameters P,. Let
the simultaneous probability of the data C be

L=Ti g(j) 9. (M)

7
This is called the likelihood. The maximum likelihood method makes the parameter
values of the maximum L be the best estimators. This method is the principle of
parameter estimation for the probability distribution. Because L is too small a positive

number to deal with, we define Y as follows:
Y:mL:fﬁl Cing (). (8)
This large negative number is called the logarithm likelihood.

Although f; () is a discrete model, a continuous model f;(x) is given by substituting ;
with x as follows:

{ filx) dx=1. 9)
g(x) :é P f(x). (10)
i glx) dx=1. (11)

These equations also satisfy Equations (7) and (8).

In this case, Equation (8) has the restrictive condition (2). Therefore, “conditional
optimization” is necessary. HASSELBLAD (1966) solved this problem by using a new itera-
tion method. His model was a special case in which each distribution is a normal
distribution as follows:

file) =N (u;, 7). (12)
He was able to obtain values not only for each P; but also for u; and ¢;. Therefore, he
treated a more general case in “data analysis”. Although he called his method the “steepest
descent method”, it is an application of LAGRANGE’s “indeterminate multiplier method” to

the iteration method.
Iteration method

1. General theory
The iteration method is mathematically defined as a search for values of # which

satisfy the following equation :

h (8) =0. (13)
Manipulating Equation (13) leads to
6=k (6). (14)
The iteration method is based on this equation as follows:
GV =k (6°1) (15)

Bacause Equation (14) has many variations, this iteration formula does not always
converge. Only when the “principle of contracting mapping” is satisfied does this iteration
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converge into the “fixed point”, which is the solution to Equation (13). For a single
parameter, IRI{1981) showed all cases of iteration (15) for convergence or divergence.
In practice, Equation (14) is important. For example, NEWTON’s methods provides a
useful concrete formula. However, in the case of many parameters NEWTON’s method
often diverges. MARQUARDT’s method, which has a correction factor and is regarded as an
expansion of NEWTON’s method, is useful for applications involving many parameters.
The maximum point of Equation (8) is the solution to the following simultaneous
equations :
oY
Pl AL ROR (16)
However, these equations have the restrictive condition of (2). From these equations and
the restrictive condition, HASSELBLAD (1966) obtained the follwing iteration formula:

Pr= (P ) F (=1 ). a7
This is a very useful iteration method. If P°'?=0, then P"**=0. He compared the
precision of his method with NEWTON’s method, where the initial values were given by his
method. For the special case of Equation (12), AKAMINE (1987a) developed a BASIC
program, and AKAMINE (1987b) tried to analyse this method. In the next section, we will
show that this method is an application of LAGRANGE’s indeterminate multiplier method.

2. LAGRANGE’s indeterminate multiplier method
In the case of two parameters for linear models, let the objective function be Y (x, )
and the restrictive conditon be
H (x, y) =0. (18)
Where ¥ and ¥ are parameters. The objective is to search for the maximum or minimum
point of Y with the restrictive condition of (18). Let

R, v) =Y (x, y)—2H (x, v). (19)
The Solution (x, ¥, 1) of the simultaneous equations (18) along with
o o
o, X, (20)
ox ay

gives the object point of (x, ¥). The parameter A is constant and called the “indeterminate
multiplier”

This method is usually applied to linear models. HASSELBLAD’s method is regarded as
an application of this method to the nonlinear model in (8). In this case , the objective

function is Equation (8), and the restrictive condition is
H=% P~1=0. (21)
Where the parameters are P; (7 =1~#). From Equations (8) and (21),

Q=Y —-1H (22)

Therefore, from
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:—gAO, (i =1~n) (23)
we get
res ol o (24)
i g())

Because 1 is constant, it must be a more simple formula. Multiplying both sides of this
equation by P; leads to

P () .
j F-46)
Integrating each side of this equation for 7 =1~ # leads to
A=3C,=F (constant). (26)

Substituting this value into Equation (25) leads to IIASSELBLAD’s method (17). For
calculating of P,, he used the following relationship :

n—1

P=1-% P, (27)

instead of the iteration formula (17). Both methods provide the same solution.

3. EM algorithm and another iteration method

In 1974, FUKUDA and CHIKUNI (unpublished paper) invented an algorithm called iterat-
ed age-length key (IALK) for estimating age composition from length composition.
KiMURA and CHIKUNI(1987) obtained the following iteration formula, which is identical to
the IALK algorithm, by using the EM algorithm.

G PG
Pl_new — [2 N -
i }? ?Izﬂﬂ(])

]Old (28)

This iteration formula is obviously equal to HASSELBLAD’s iteration formula (17). On the
other hand, ORCHARD and WOODBURY (1972) already obtained formula (17) by using the
EM algorithm.

The EM algorithm is an iteration method consisting of an expectation step (E step)
and a maximization step (M step). This algorithm was developed for data involving
missing values. In E step, missing values are estimated using parameter values. In M step,
parameter values are estimated by data involving missing values. The EM algorithm
mutually iterates these two steps.

However, the age-length key model (1) has no missing values. Both KIMURA and
CHIKUNI(1987) and ORCHARD and WOODBURY (1972) used dummy parameters for missing
values. For dummy parameters, the former study employed the size of age category 7,
and the latter employed the probability beloging age category 7 in length category Jj .
Finally, they obtained the same formula as HASSELBLAD (1966).

MIYAKAWA (1987) said that the greatest contribution of the EM algorithm is its
application to the finite mixture of distributions, which is identical to Equation (5).
However, HASSELBLAD’s method results from LAGRANGE’s indeterminate multiplier
method, independent from the EM algorithm shown in this paper. On the other hand,



— 22 — AKAMINE and MATSUMIYA

MIYAKAWA (1987) said that there is no evidence for the convergency of the EM algorithm.
It may be proved only by mathematically applying the principle of contraction mapping.
Although the EM algorithm only produced HASSELBLAD’s method, we have many useful
optimization methods for this model ; there is no reason to use the EM algorithm.

On the other hand, MAKO and MATSUMIYA (1977) developed another iteration method
for estimating age composition from market size composition. MATSUMIYA (1990) sug-
gested that their method is identical to the KIMURA and CHIKUNI method. In this paper, we
prove that the MAKO and MATSUMIYA method is essentially equal to HASSELBLAD’s method,
which is equal to KIMURA and CHIKUNI method.

The MAKO and MATSUMIYA method is an iteration as follows:

Xij 2 (X Cj
sx, 707 =X,

J

Xov=( ) Joud (29)
Where X;;: estimated size of age category 7 and length (market size) category j .
In this paper, X,; is written as follows:
Xij:Piﬁ(f)F. (30)
substituing Equation (30) into Equation (29) results in Equation (17). Therefore, the
MAKO and MATSUMIYA method is essentially equal to HASSELBLAD’s method.

Optimization

AKAMINE (1985) applied MARQUARDT’s method to the mixture of normal distributions,
the same as HASSELBLAD (1966). In AKAMINE's (1985) “Program 2” and AKAMINE's (1987a)
“Appendix A”, he used relation (27) to avoid the restrictive condition of (2). However,
these BASIC programs contain a small bug, and convergence is a little slow. Althogh the
precision of these programs is not a problem in practice, AKAMINE and KAT0O(1988)
corrected the bug.

AKAMINE (1985) used another way to avoid the restrictive condition of (2) in “Program
1”. He used the new paramters K; (=1~ #), which are defined by the following
equation :

P=K | 3 K, (31)

Although point P converges to a single point in the (# —1)-dimensional space, point K
converges to a single point on a line in the #-dimensional space. The line is defined by

K,=P, (ZKi) . (32>
Where P, is constant and calculated in Equation (31).

There are currently many optimization methods for this model. MARQUARDT’s method
is particularly useful (AKAMINE 1985, 1987a; AKAMINE and KaTo 1988). Although
HASSELBLAD’s method has a large area of convergence, the precision of the solution is not
very high. HASSELBLAD(1966) noted this phenomenon after comparing his method to
NEWTON’s method. AKAMINE (1987a) compared HASSELBLAD’s method to MARQUARDT'S
method and stated that the former needs 200 or more interations for high precision.
However, HASSELBLAD’s method is a simple algorithm and requires minimal program
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memory and time for a single iteration. Therefore, HASSELBLAD's method requires less
overall time. It is one of the best practical methods for this model.

The BASIC programs of AKAMINE's(1985) “Program 1” and AKAMINE and KATO
(1988), which are MARQUARDT’s method, as well as AKAMINE’s(1987a) “Appendix B”,
which is HASSELBLAD’s method, are all applicable to this model. However, they are a
special model of Equation (12). Therefore, the user must rewrite these programs for the
age-length key model ; it is not a difficult task.

Conclusion

The age-length key model is a nonlinear model with a restrictive condition. The
principle of parameter estimation is the maximum likelihood method. HASSELBLAD'S
method is applicable to this model. It is an application of LAGRANGE’s indeterminate
multiplier method, not the steepest descent method or EM algorithm. MARQUARDT’s opti-
mization method is also applicable. It requires a technique to avoid the restrictive

condition.
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